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‘Ontology-based information extraction’ is a subfield of information extrac-
tion, where ontologies play an essential role in the process, shaping both
systeminputand target output. There are many different approachesto cre-
ating and maintaining an ontology and little work has been done to evaluate
and compare the effectiveness of those approaches.

In addition, the practical applications of those systems differ drastically from
theory. Architecture that shows good performance in a single test does not
necessarily perform as well in the long term.

We conducted an experiment to explore the issues that arise during practi-
cal application of OBIE methods and to describe the behavior of ontologies
maintained during a long period of time.

In this article we discuss emerging problems and propose working solutions
for them as well as the way of evaluation of OBIE systems. Those solutions
were successfully implemented in the scan-interfax.ru project and have
provided sufficient quality for the commercial use of an advanced entity-
based search engine extracting information from news.
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1. Introduction

The term ‘ontology-based information extraction (OBIE) only appeared a few
years ago, though some work related to this field has been carried out much earlier.
It is a subfield of information extraction, where ontologies play an essential role in the
process, shaping both system input and target output.

Information extraction (IE) mostly deals with shallow parsing of the processed
data, without attempting a deep linguistic analysis of all aspects of a text. In this way
IE systems can be sufficiently fast to deal with the large amounts of web data. At the
same time, the text itself may contain conceptual structures and semantic links that
are crucial for understanding its meaning and need to be processed thoroughly, es-
pecially for domain-specific tasks. Using ontologies allows to combine both those
approaches.
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Evidently, the quality of the ontology used is critically important for such system
to work. There are different ways to create an ontology, a good overview is given in [Wi-
malasuriya, 2010]. In most cases ontologies are created manually or taken off-the-shelf,
some use automatically populated ontologies. Both options have their benefits. For ex-
ample, a manually created ontology is better for identifying geographical names, while
news articles require constant influx/addition of new data due to world dynamics.

It also should be noted that practical applications of those systems differ drasti-
cally from theory. Architecture that shows good performance in a single test does not
necessarily perform in a satisfactory manner in the long term. New entities that are
absent in fixed/manually created ontologies appear constantly in the world, and for
automatically updated ontologies errors tend to accumulate.

We’ve conducted an experiment to explore the issues that arise during practical
application of OBIE methods and to describe the behavior of an ontology maintained
during a long period of time.

In this article we discuss issues that emerged during the experiment and propose
working solutions for them, as well as a way of evaluating OBIE systems.

2. Experiment details and system architecture

Most rule-based systems (except for [Hwang, 1999]) use manually constructed
ontologies which are not updated. Updating ontology automatically increases recall
and also provides opportunity for research.

For our experiment we used the scan.interfax.ru system, which is focused
on news analysis and entity-oriented search. The demo version is free, though avail-
able with limited functionality.

The system is mostly rule-based to maintain precision, although it uses some
statistical algorithms such as Bayesian and SVM classifiers. Ontology classes and rela-
tions (Tbox) are set up manually while the collection of entities (Abox) is constructed
and updated automatically from news articles texts using a bootstrapping approach.
Scheme of the system's architecture can be seen on Fig. 1.

The procedure of adding entities to the database consists of two stages.

In the first stage entities are extracted from the article. It is a part of a more
general procedure, which also reveals morphological and syntactic structures, con-
ducts anaphora resolution, extracts keywords and key sentences, etc. The key feature
of this entity extraction approach is its independence from any time-dependent object
databases. In other words, the system aiming to extract person or organization enti-
ties does not use any lists of real world’s ones and only operates with semantic and
morphological dictionary data.

At second stage extracted essences are identified with an entity stored in the
database. If such an entity is not found, a new one is created. The stored entity should
represent a real world object and has links to any information about it.

A detailed description of the algorithm can be found in [Zharikov, 2011].

For our experiment we chose a time interval from 01.01.2013 to 31.12.2013 con-
taining approximately 2,500,000 documents from the news stream. The identification
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of entities was held with only rule-based precise algorithms used (all statistical procedures
were switched off). At its initial state the database was empty. At the end of the procedure
there were approximately 1.2 million of entities (persons and organizations) collected.
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Fig. 1. Process of entity extraction in Scan system

Three values were measured: number of precise entity identifications, number
of unresolved ambiguities and number of identification missing (candidates for iden-
tification were not found in the database).

Wealsomeasured thelifespan of extracted entitiesand theirnumber of occurrences.
3. Discovered issues

In this article we will analyze the extraction of person entities since they are more
illustrative. In context of analyzed issues organization extraction specifics is very similar.

3.1. World dynamics problem

World dynamics is the main source of ambiguity. It is also unavoidable.
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New names appear in the news all the time. Also some roles shift from one per-
son to another, for example, “The British Prime Minister” may refer to different people
during different time periods. A new person with the same name may appear or the
person could change his or her role. All this leads to ambiguity of interpretation.

Ideally, date range for each entity should be stored in the database, and the list
of relevant entities should be generated accordingly to the date assigned to the pro-
cessed document. The database should also be updated timely.
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Fig. 2. Number of entities corresponding to number of mentions

As we can see on Fig. 2, most of the entities are mentioned only a small number
of times or even once. Even further, Fig. 3 shows that the lifespan of most entities
doesn’t exceed one day.
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Fig. 3. Number of entities corresponding to their lifespan (we removed
entities that were mentioned less than 20 times from this chart)
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We should also note that every entity belongs to one of the three following types.

1. Rare entities
Number of mentions is very small (less than 10 mentions usually). A good ex-
ample would be a school headmaster that sometimes appears in the regional
press. Lifespan is fairly long.
Those entities usually come along with proper qualifiers and are easy to ex-
tract correctly.
Qualifiers (not to be confused with qualifiers in formal semantics) are noun
groups that describe person's role. For example, in “the great painter Van
Gogh” the phrase “the great painter” would be a qualifier.

2. Constant objects.

Those fall into one of two subcategories:

a. Contemporarypublicfigures(mostlypoliticians),thosehavehighoccurrence
and long lifespan.

b. Historical figures, are characterized by low/medium occurrence and
very long lifespan, usually exceeding system’s lifespan.

Itis hard to extract roles for those persons, because those roles are considered

common knowledge and a mention of such a person usually comes without

a proper qualifier.

However, using an ontology allows to extract such entities successfully, since

in a large enough corpus it is eventually possible to find a good qualifier. Nev-

ertheless it is recommended to have a small list/dictionary of historical per-

sons, because some of them may be rather rare.

3. Cluster objects
Objects of this type have high occurrence and short lifespan. They are usually
connected to the same news story.
They mostly appear with roles and are easy to. To enhance recall it is also
recommended to use topic detection methods.
Cluster object are the main reason to update database timely.

A similar classification can be proposed for organization entities:

1. Rare or common entities such as local stores or motorcar factories. They usu-
ally have long lifespan, small number of mentions and the reader is not sup-
posed to know about them, so they are always mentioned with proper quali-
fiers and are easy to extract.

2. Constant objects that readers are supposed to know about. They tend to have
high occurrence, long lifespan and no qualifiers. Oil companies can be a good
example of these. This type consists mostly of present-day companies, since
in comparison to historical person objects historically-significant organiza-
tions are extremely rare.

3. Cluster objects are exactly the same as person cluster objects.
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Relying on this classification, we can conclude that updating the database regu-
larly is important. Editing database manually requires a lot of human effort. Auto-
matic updating seems to be the solution, however it causes two other problems.

3.2. Long tails
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Fig. 4. Number of long tails after 3 months and after 6 months of documents

The entity extraction procedure can fail to connect person name with a role
or to extract a full name. It can also fail at identifying the entity if it is misnamed.
Merging similar names by roles helps, but the same name can correspond to different
roles. Persons with the same name and different roles are also considered different en-
tities and even simple roles are difficult to merge, so this creates even more problems.

In automatically updated ontology this leads lead to a long “tail” of entities: for
example the tail for Muammar Gaddafi can include a succession of pair derived from
(Muammar, Mummar, Muamar...) X (Caddafy, Kaddafy, ... ). Tail for Jim Jarmush can
contain such roles as “acclaimed director and musician” and “the creator of the film
‘Limits of control””.
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It influences both precision and recall rate (see Fig. 5) and can potentially slow
down the system.
This problem can be fixed by a name merging algorithm, as we will show later.

recall

s months

—E AT
0 - tail' lencth
Emmmmchmhmqmﬁmhmmqm
H:Ehhmmmmmmmmm¢¢¢¢¢¢

Fig. 5. Recall difference for entities with long “tails” after 6 month
and a year of database populationg, shown on the x axis is the tail's
length. we can see recall values for long-tail entities computed
for their mentions in July and for mentions in December, where
recall = the number of identified entities divided by the number of
matching strings (both found and missing/unresolved entities).

3.3. Error accumulation

Existing entity extraction algorithms are not 100% accurate and tend to assign
incorrect roles to entities. Even if we obtain an algorithm with 100% precision, the
information itself can be unreliable, for example, the author may assign a wrong role
to a person. There is also the factor of words having multiple meanings. If you take
a geographical dictionary containing several hundred thousands of entries and tag
a random text with it, few words wouldn't be considered a geographical object for one
reason or another. A similar phenomenon occurs when using a sufficiently large list
of organizations. Conflicts arise both within dictionary and with objects of other types.

In practice this inaccuracy becomes crucial. A procedure with 99% of precise identifi-
cations creates the impression of being almost perfect, but in the long term it leads to a burst
of identification errors, because the ontology is being filled with incorrect entities.

For automatically updated ontologies we consider this problem the most serious.
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4. Proposed solutions

1. The first and the foremost necessity for a practically applied OBIE system
is to update the ontology regularly. The best way is to use an automatically
updated ontology. It will help dealing with the influx of new entities in the
news stream. However, this may lead to ontology degradation.
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Fig. 6. Number of unresolved, missing and successfully identified entities

To evaluate the degradation rate for the object identification system an experi-
ment was performed. Namely, the fixed set of documents was passed through entity
identification system under the different states of entity catalog, which corresponds
to the increasing values of date. In the certain case considered the document set was
a November subset of the general document stream. This circumstance resulted
in abrupt grow in the middle of the Fig.6 which corresponds to November period
of ontology population procedure

We can see that the number of precise identifications is almost constant and be-
gins to fall very slowly from the middle, while the missing and unresolved rates are
inversely related (the growth is the faster, the nearer the database filling procedure
approaches the testing interval). We can also see that the growth of unresolved enti-
ties rate is nearly linear.

The speed of the identification degradation due to ambiguity growth (the slope
angle of the green line on the graph) also seems to be a good measure of quality,
which can be used to test overall system quality and internal consistency and perhaps
to compare different systems between each other.
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2. Merging of long tails can have significant effect on recall rate.
The dot on the right end of Fig.6 refers to the number of resolved entities
after applying a merging algorithm, based on editing distance and entities'
connection to the same organization (people with similar names belonging
to the same organization were considered the same person).

3. To deal with the accumulating errors we propose using separate databases
for each time period (for example, 6 months).

Important entities are repeated often while mistakes are rarer and filling a new
database allows to “clean up” the system from errors and outdated entities.

There is a chance of losing an important entity, but Fig. 6 demonstrates that most
frequent entities (the list of entities was chosen by assessor) all have successfully mi-
grated from the older database to a newer one. Entities that appear in the stream
from time to time with a sufficiently large interval (months) may still be lost, but this
negative effect is not essential for most applications. It can also be compensated for
by having a small dictionary of “main” entities, mostly of type 2 (section 3.1) (and
by manual database correction ).
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Fig. 7. Percent of entities transferred to the new database during the year

5. Results and discussion

This logic was successfully implemented in the scan-interfax.ru project and has pro-
vided sufficient quality for the commercial use of advanced entity-based search engine.
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Performance was analyzed by an assessor. For companies the system achieves
99% precision and 78% recall for raw entities and 100% precision and 95% recall for
“active” entities, verified by a human (note, that we do not consider entities splitting
in long tails an error), and for persons precision is 90% and 90% recall for raw entities
and 95% precision and 97% recall for “active” entities.

6. Conclusion

We have described the main aspect of OBIE system behavior in the long term and
proposed some approaches to solving emerging problems, which allow us to fill a da-
tabase with entities from a news stream. Precision provided by algorithms approaches
100% and recall is high enough to set a standart for training a statistical identifier
or to make various conclusions automatically. The recall rate is influenced much by the
ambiguity caused by world dynamics and by the sensitivity of the system to mistakes
in the entity extraction procedure and in the semantic comparison. Nevertheless the
negative influence is not crucial for small time intervals (<2 years). The novel ap-
proach is proposed to account for these effects by means of using a time dependent
database. The negative side of that approach is a loss of the possibility to bring to-
gether entities which appear in the stream from time to time with a sufficiently large
interval (months). This negative effect is not crucial for most applications. The speed
of the identification degradation due to ambiguity growth seems to be a good measure
of quality, which can be used to test overall system quality and internal consistency
and perhaps to compare different system between each other. External merge proce-
dures can be implemented periodically to prevent degradation effect

The logic of the precise identification was successfully implemented in the
scan-interfax.ru project and has provided sufficient quality for the commercial use
of an advanced entity-based search engine. The implementation of supervised meth-
ods based on automatically collected standart datasets is in the development stage.
The core logic proposed is suitable for a multilingual system though depends much
on the entity extraction procedure and entity ontological interpretation which are
often language specific. The core logic shown on the example of person entities seems
to be suitable for other entity types. The same principles are used in the Scan project
to identify organizations and to fill the database with the missing ones (the analog
of roles are organization types and locations). The identification of natural language
named entities of arbitrary types (such as films, car models, brands at whole, animal
names etc.) has been just implemented and now is passing the testing stage.

It includes automatic filling of not only unknown object database but also a base
of object types and its semantic hierarchy. The main disadvantages of the proposed
approach include lack of universality for different content types and extreme sensitiv-
ity to extraction and comparison rules incorrectness.
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